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The upshot of all this discussion is the following formula for R :

R=2r’ g (Lsty) —i“,-‘&MAxx{( —;—"] KO(E)[T[ ]—xi] - T«l»g] exp[-E_/E -A(t-t;)] }

(3.5)
where JO(L,t]) is the flux factor corresponding to the time t] at which
wave emission starts (i.e., R first attains the value of unity). In (3.5),
z and a are calculated as in (2.8), with Tt substituted for Aot (ex-

cept in Ec ). As a function of A, R shows the same features as it would

ST T T R e

for a bi-Maxwellian: a steep dependence on A for A <1 . This is
illustrated in Fig. 6, where the A-dependence of R is isolated in the ex- i

pression

-1

2 At=ty)
B EiR A ! [an Jg(toty) ’—‘%—e-] (3.6)

for Em/EO = 0.21 . The interested reader should compare Fig. 6 to Fig. 1
of Cornwall [1975a] which gives R for a bi-Maxwellian; the A-dependence of
R is quite similar for the two cases.

In the next Section, we use R = 1 as a dynamic equation relating the
parameters which appear in (3.5). This equation is adjoined to the quasi-
linear equations for the distribution function, yielding a set of equations

from which the emitted wave energy can be calculated, as well as the evolu-

tion of A, <N> , and <NE> .
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Figure 6. Dependence of the maximum growth rate I‘m on anisotropy A .
To normalize, see Eq. (3.6).
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IV. DYNAMICS ACCORDING TO THE MOMENT TRANSPORT EQUATIONS

In addition to the equation for R = 1 discussed in the last Section,
there is the quasi-linear diffusion equation expressing the rate of change
of f as determined by charge exchange, loss-cone precipitation, and wave-
induced diffusion. We replace this equation by a set of moment equations
[Cornwall, 1975a] for the moments <N>, <NE> , and <NE;> . Actually we need
only consider equations for <NE> and <NE;> , since <N> does not appear
in these two moment equations.

The main objectives of this Section are to determine the rate at which
particle energy is lost to waves, and to discuss the evolution of the aniso-
tropy dufing the period of wave emission. It will be very helpful to
consider a simplified version of the energy-loss problem, following Brice
[1964]. He points out that the conservation of energy and momentum during
the elementary process of emission of a wave quantum by a single particle
lends to a relation between the rate Ew at which the particle loses energy

to waves and the rate élw at which it loses perpendicular energy:

g /E w/Q (4.1)

A

Assume that E/El = <NE>/<NE > ; then with the aid of the definition (3.3)

of the anisotropy A , we find

3
Tz' El-E

=3 (4.2)

A =

It is simple to combine (4.1) and the time derivative of (4.2) to find

3 x A , -1
e [1 - x AA:]§ ] (4.3)
2
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where x = w/Q . Here Au is the rate at which anisotropy is lost by
wave emission. Note that, since the emission frequency is bounded by
X < A(H-A)"l » the square brackets in (4.3) are always positive. If (as
argued in the last Section) A is roughly constant, then -Aw must roughly ;
be equal to ACEX » the rate at which A increases by charge exchange. For .

a distribution function of the type (3.1), we have

=2 1= 2= 2) (4.4)

where we consulted Fig. 4 for dA/dt . Thus (4.3) yields EN/E in terms of

A,» A, and x . For typical values of A and x , E/E is 15-20% of

Ao ; in words, the particles lose energy to waves at -15% of the rate at which

they lose energy by charge exchange. We shall see below that this rate is

somewhat larger when (4.3) is modified to account for precipitation losses, but

even this rate is enough to power SAR-arcs. For example, during recovery :
phase of the December 17-18 storm, the total energy stored in the ring

current is of the order 5 x 103 ergs cm°2 (energy per unit area at the iono-

sphere), and it is dissipated at a rate of = 0.3 ergs cm'z sec'] by charge

exchange. Twenty percent of this is 0.06 ergs cm'2 sec'], while it is estimated

by Williams et al. [1976] that roughly 0.05 ergs en? sec™! is needed to

power the observed SAR-arcs during this storm. The SAR arc begins to fade
rapidly about 10 hours (or 2A;1) into recovery phase.

Eq. (4.3) does not take into account a number of effects; to remedy
this, we turn to the moment-transport equations. We refer the reader to

Cornwall [1975a] for all details. The equation for <NE > reads
) == =1 .
5F NEp> = -NEp> - Y WX . (4.5)
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W is essentially the energy density of the waves. Note that there is no

precipitation loss term, since the equatorial value of E s very small in

the loss cone.

The first step is to express all the terms in (4.5) in terms of A and

<NE> . Since X = Aoy'z, E = Eyz, <ANE ;> A°<NE> . The process is com-

pleted by using the definition (3.3) of A , and we express the result as an

PR 0 ST CITORege

equation for 2y W :

T A+1)3 S -A
2y W = X{ ~A°<NE> - [m] 3T <NE> : 3 <NE> } . (4.6)
2 2[A+-2-] |
4

i Skt

The idea is to combine (4.6) with the moment equation for <NE> , eliminate

wali

3/3t <NE> , and thus arrive at an equation for 2y W which contains no time

derivatives. The <NE> moment equation is

a X e - ~ W -
13 <NE> A<NE> - 2y W <Ap NE> (4.7)

where we have used (3.4) to write <ANE> = A<NE> . The last term in (4.7)
represents precipitation into the loss cone produced by wave diffusion. By

eliminating 2y W from (4.7) we find

3 <NE> = d']{ -(A-xx_)<NE> + A <NE> - <A NE> } (4.8)
ot 0 3 2 p
[a+3]
where

A+ 2 -1
d=1- x[ S ] > [ §-A + 1 ] ’ (4.9)

A+ 35
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The inequality follows from x < A/(A+1) . Alternatively we eliminate
3/9t <NE> from (4.6) to find

_ -1 A+ A+ A<NE>
2y W =4d x{[l\ - A ]<NE>+[-——3-}<A NE>-——————},
A+ o A+S P 312
(4.10) ;
|

The analog of -ENE') in the simplified Brice model (4.3) is 2y W'<NE>'1 .

ke - A

It is easily checked that, if the charge-exchange and precipitation loss

terms in (4.10) are dropped, (4.10) reduces to (4.3) (with, of course,

Bl

A= Aw) . Furthermore, the term in square brackets in (4.10) represents the ‘
growth of anisotropy from charge exchange. To see this, substitute
3/3t <NE > = -A°<NE> and 3/3t <NE> = -A<NE> 1in the time derivative of the

definition (3.3) of A , and come to :

| i°f"-z-r' ) =

which, in turn, is easily shown to be identical to (4.4) with the help of

(3.1), (3.3), and (3.4). Since A= ACEX + AW , (4.10) can be written

<NE>
HW=d - a + AL T o wes (4.12)
Ty A3l P
(aed] (A0
2
which is again the simple Brice relation (4.3) except for the <Ap NE>

term.
It only remains to discuss <Ap NE> , the precipitation-loss term
coming from pitch-angle scattering. We have already argued that a particle

changes its pitch angle at about the charge-exchange rate, so we expect
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<Ap NE> - A0<NE> or possibly A<NE> . This means that the waves are in the

weak-diffusion regime, because the characteristic pitch-angle diffusion time

0

A'] is considerably smaller than the average minimum lifetime

.’I:

. 2
MIN = Tg/ 2%

where TB is the bounce time and a, the loss-cone pitch angle. However,

it is possible that there is a transient regime in which strong diffusion

occurs, if <NE> at the time t] (when the waves switch on) is quite large

compared to a critical value (discussed in Cornwall [1975a]) which is roughly

comparable to the stably-trapped limit of Kennel and Petschek [1966]. This

transient regime ends when strong diffusion has reduced <N
comparable to the critical value <NE>c a

In order to discuss both the strong-diffusion transient

E>

to a value

and the weak-

diffusion regime together, it is necessary to take into account the non-

linear dependence of <Ap NE> on 2y W . In an earlier work [Cornwall, 1975a]

we introduced the form

L )
<\ NE>=27W<NE>[<NE> A”3" + Ty 2‘fw] ;
P - A+‘§'

(4.13)

The term linear in W (found by setting TﬁIN = 0 ) yields the weak-diffusion

limit, while in the strong-diffusion Timit <A  NE> > <NE> Ty .

value <NE>C is approximately

= 3

2 ¢V di A + >

<NE> ,_,%_[_P_} ‘
C oM Atmt hET)

Use (4.13) in (4.10) to find

2dT,

AT [A+;][Q+(Qz+4TMINY<NE> )‘/2]
MmN At 2 p
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electron EMC waves generated by energetic electrons, for which there is no

X
Tt

where

Q = <NF> - <NE>c + TMRN { (4.16)
3
- A+ = .
2 . A<NE> 2
Y=1|n4- [ ] i ]<NE> . A (4.17) \
L Axyl 0 2(A+1)F+%) .=.

From (4.15) various limits can be found. When TﬁIN

we find that 2y W is given by the right-hand side of (4.10), with <A, NE>

Y >> |<NE> - <NE>c| .

set equal to zero. When <NE> - <NE>_ >> ?ﬁIN Y , we find
Hu=2 [A+;)[<NE> - <NE> ] ; (4.18)
dT A+ 3 .
MIN 2

This is the limit which was studied earlier [Cornwall, 1975a]. It amounts to
saying that precipitation losses are much more important than charge-exchange

losses, which is true for several special cases. The first case is that of

charge exchange. The second case is the transient regime mentioned above for
the proton ring current, when the waves switch on in a very strong ring
current. The waves grow rapidly, and precipitation losses reduce <NE> - <NE>C
to order of THIN Y , at which time all quantities begin to change more or
less on the charge-exchange time scale.

We may estimate the size of 2y W in the weak-diffusion regime by
supposing <NE> - <NE>C x TﬁIN Y . There is, under these circumstances, a

)—1/2

term in (4.15) of order AO(AO T <NE> , plus terms of 0(A0<NE>) :

MIN
Since a typical value of (Ao TMIN)-I is about 5, this square-root term is
not an order of magnitude greater than the terms of O(Ao) » and the whole of

(4.15) is, practically speaking, 0(A°<NE>) . In other words, the precipitation
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loss term <Ap NE> in (4.12) is of order AO<NE> , as would be expected if
the pitch-angle diffusion coefficient is O(Ao) :
As time goes on, another sort of weak-diffusion regime sets in. In this

regime, it is no longer true that A is small and that Y = 0(A0<NE>) :

Rather, Y = O(TMIN A2<NE>) » which means that the anisotropy is growing at

very nearly the charge exchange rate (cf. (4.17) and (4.11)). Also,

|<NE> - <NE> [ = 0(A TMIN<NE>C) ,and 2y W = 0(A0<NE>) . Ultimately, as the ;

flux decays, this ordering of <NE> - <NE>C will be violated and one finds

YW= Az TMIN<NE> . At this point wave emission has effectively ceased, if

it has not already been forced to cease because it is no longer possible to

satisfy R=1.
The quantitative statement of these effects requires simultaneous solution

of the equation R =1 (see Eq. (3.5)) and the o<NE>/5t Eq. (4.7) which can

be written, using (4.13) and (4.15), as

<NE> = -A<NE> - Z [gdx :+1 2<N$E> J (4.19)

=Q+ (g% + T \(<NE>C)”2 : (4.20)

Although some preliminary efforts have been made in this direction, they do
not add appreciably to our qualitative understanding as described earlier.

This understanding may be summarized as follows:

MR T A

There are three terms in 2y W as given in (4.10). The first (in
square brackets) corresponds to the growth of anisotropy from charge exchange.
The second (precipitation-loss) term is estimated to be = A°<NE> . The
third term involving -A s smaller than the other two terms until wave

growth is about to end, when it nearly cancels the first term (i.e., Y in
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(4.17) becomes small). During the main wave-growth period when A=o0,

the precipitation-loss term may add significantly to 2y W , perhaps even
doubling the result coming from charge exchange alone. That is, the naive
Brice relation (4.3) may only yield one-half the energy lost to waves, which
could thus be 20-40% of the energy lost by charge exchange. In view of the
imperfectly efficient processes by which wave energy is used to heat electrons,

this should be approximately right to drive SAR-arcs.
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: APPENDIX
.i
g The mathematical task is to evaluate Eq. (8), for constant Ao . The
¥ relevant integral is
' Lt E AtE
IR Seee TR £ 0%
I-f Efae el i e SR o g
E c 0 c
c
The change of variables
j q = =& (E-E,) (A.2)
13 (o :
() .
yields
-E/E_ [T Xt 3
- o &0 1-x 0 Z i
e qu[ ot [ 5] ew{-2[a03)} @
0
With the aid of a standard formula for Hankel functions of imaginary argu-
* ment ‘
2
i ] Sl 1 b?
] - RV V- _Z b~ ;
§ K,(bz) = 3 b J dt t exp{ 2[t+ t}} (A.4) |
3 0 |
¢ i
! A o
L 8 we find P 3
| § € /E | ¥
NE [sg © °[2[ -‘—;i] Aot Ko(2) - Q(a,z)] (A.5) k-
i . where %
f - d 1 %
;' = .8-_ - -Z- —_—
| oo« [ frenf - (421} g
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Evidently Q(0,z) = 2Ko(z) , from (A.4), and Q 1is a positive decreasing
function of a for positive a . In (A.6), the change of variables q -~ q']

easily yields, along with (A.4),
Qlasz) + Qa5 2) = 2K (2) (A.7)

from which Q(1,z) = Ko(z) . One may give a formal expansion of (A.6) as a
power series in a (or in a'] ), with coefficients KN(z) « But this s

not very useful. By writing the denominator of (A.6) in the form

E
§ -

ql—a = | deMatra) (A.8)
0

some use“ul forms can be derived. We quote only one of them:
T az -1 o 1172
Q(a,z) = 2K (z) - e die K [[-——-] ] - (A.9)
(s 0 a
az

Finally, a very simple and useful approximation follows from the

steepest-descent evaluation of (A.6) for large z . It is:

iivon i i

| ZKO(Z)

s ﬁ Q(a,z) = i (A.10)

2

-i This satisfies (A.7) for all z . The approximation (A.10) is an overestimate
-

of Q for 0<a< 1. It is useful even for small z ; the maximum error

};.
i is about 15% for z = 0.1 .
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LABORATORY OPERATIONS

The Laboratory Operations of The Aerospace Corporation is conducting
experimental and theoretical investigations necessary for the evaluation and
8 application of scientific advances to new military concepts and systems. Ver-
3 : satility and flexibility have been developed to a high degree by the laboratory
personnel in dealing with the many problems encountered in the nation's rapidly
Expertise in the latest scientific devel-
The

e

developing space and missile systems.
opments is vital to the accomplishment of tasks related to these problemas.

laboratories that contribute to this research are:

G TP O}

Aerophysics Laboratory: Launch and reentry aerodynamics, heat trans-
fer, reentry physics, chemical kinetics, structural mechanics, flight dynamics,

1 atmospheric pollution, and high-power gas lasers.

Chemistry and Physics Laboratory: Atmospheric reactions and atmos-
pheric optics, chemical reactions in polluted atmospheres, chemical reactions
of excited species in rocket plumes, chemical thermodynamics, plasma and
laser-induced reactions, laser chemistry, propulsion chemistry, space vacuum
and radiation effects on materials, lubrication and surface phenomena, photo-
sensitive materials and sensors, high precision laser ranging, and the appli-
cation of physics and chemistry to problems of law enforcement and biomedicine.

.

a
Electronics Research Laboratory: Electromagnetic theory, devices, and
propagation phenomena, including plasma electromagnetics; quantum electronics,
5 lasers, and electro-optics; communication sciences, applied electronics, semi-
i3 conducting, superconducting, and crystal device physics, optical and acoustical
imaging: atmospheric pollution; millimeter wave and far-infrared technology.

Materials Sciences Laboratory: Development of new materials; metal
matrix composites and new forms of carbon; test and evaluation of graphite
and ceramics in reentry; spacecraft materials and electronic components in
nuclear weapons environment; application of fracture mechanics to stress cor-
rosion and fatigue-induced fractures in structural metals,

Space Sciences Laboratory: Atmospheric and ionospheric physics, radia-
tion from the atmosphere, density and composition of the atmosphere, aurorae
and airglow; magnetospheric physics, cosmic rays, generation and propagation
of plasma waves in the magnetosphere; solar physics, studies of solar magnetic
fields; space astronomy, x-ray astronomy; the effects of nuclear explosions,
magnetic storrns, and solar activity on the earth's atmosphere, ionosphere, and
magnetosphere; the effects of optical, electromagnetic, and particulate radia-

tions in space on space systems.

THE AEROSPACE CORPORATION
El Segundo, California
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